Learning target-aware correlation filters for visual tracking
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A B S T R A C T

Discriminative Correlation Filters (DCF) have achieved enormous popularity in the tracking community. Generally, DCF based trackers assume that the target can be well shaped by an axis-aligned bounding box. Therefore, in terms of irregularly shaped objects, the learned correlation filter is unavoidably deteriorated by the background pixels inside the bounding box. To tackle this problem, we propose Target-Aware Correlation Filters (TACF) for visual tracking. A target likelihood map is introduced to impose discriminative weight on filter values according to the probability of this location belonging to the foreground target. According to the TACF formulation, we further propose an optimization strategy based on the Preconditioned Conjugate Gradient method for efficient filter learning. With hand-crafted features (HOG), our approach achieves state-of-the-art performance (62.8% AUC) on OTB100 while running in real-time (24 fps) on a single CPU. With shallow convolutional features, our approach achieves 66.7% AUC on OTB100 and the top rank in EAO on the VOT2016 challenge.

© 2018 Published by Elsevier Inc.

1. Introduction

Visual tracking is a classical and rapidly evolving research topic in computer vision with many applications in multimedia such as video surveillance [1,2], augmented reality [3] and human-computer interaction [4]. Generic tracking means single-camera, single-object, short-term and model-free tracking. It is the task of continuously locating a target given only its initial state (generally an axis-aligned rectangle) in a video sequence. In recent years, multiple tracking benchmarks [5–7] and challenges [8,9] have seen the continuous performance improvement of visual tracking. However, without prior assumptions regarding the object appearance or category, robust tracking under complex scenarios is still challenging due to deformation, occlusion and background clutter.

Recently, Discriminative Correlation Filters (DCF) based trackers have achieved enormous popularity in the tracking community. With the circular structure, standard DCF transforms computationally consuming spatial correlation into efficient element-wise operation in the Fourier domain and achieve extremely high tracking speed. However, standard DCF significantly suffers from boundary effects due to the circulant assumption, which leads to a restricted search area.

To suppress the boundary effects and expand the search area, spatially constrained correlation filters introduce spatial constraints into the standard DCF formulation. Danelljan et al. [10] introduce a spatial regularization component into filter learning to penalize correlation filter values depending on their spatial location. The Spatially Regularized Correlation Filter (SRDCF) allows the correlation filters to be learned on a significantly larger set of negative training samples, without corrupting the positive samples. However, SRDCF can’t guarantee zero filter values outside the target bounding box (see Fig. 1). Recently, Galoogahi et al. [11,12] propose Background-Aware Correlation Filters (BACF) which impose direct spatial constraints (a binary mask) on filter learning. BACF maintains nonzero filter values only inside the target bounding box, which significantly reduces boundary effects and trainable parameters in the tracking model. The small correlation filter is padded with zeros in the neighborhood to increase the filter size. However, one limitation of BACF is the assumption that the target shape is well approximated by an axis-aligned bounding box. The binary mask in BACF is manually constructed based on this rectangular shape assumption. For irregularly shaped objects, deformable object and rectangular but partially occluded objects, the learned filter is unavoidably corrupted by the background information inside the bounding box.

To overcome the limitation related to the rectangular shape assumption, we have to exactly know whether a pixel belongs to the background or the foreground target in the search window. In SRDCF, the possibility of a pixel belonging to the foreground
target is measured by its distance to the filter center. In BACF, this possibility is measured by whether this pixel exists inside the target bounding box. Both SRDCF and BACF take pixel location into consideration but ignore pixel values. In this work, we propose Target-Aware Correlation Filters (TACF) for Visual Tracking. As shown in Fig. 2, we classify pixels in the search window into three categories: background pixels outside the bounding box (BO), background pixels inside the bounding box (BI) and foreground target pixels (T). To distinguish target pixels from background pixels, we introduce target likelihood which assigns zero weights to BO pixels, low weights to BI pixels and high weights to T pixels according to the probability of this location belonging to the foreground target. The low and high weights of BI and T are generated from the foreground/background color models. Therefore, with the pixel-wise weights on the target likelihood map, we can impose discriminative weights on filter values in filter learning. Compared with BACF which coarsely separate background and target pixels with the bounding box and thus regard BI as foreground target pixels, our Target-Aware Correlation Filters (TACF) separate the pixels inside the bounding box in a more fine-grained way. In this way, the limitation related to rectangular shape assumption can be overcome with the introduction of target likelihood.

The major contributions of this work are threefold:

- We propose Target-Aware Correlation Filters (TACF) for visual tracking. To overcome the rectangular shape assumption, target likelihood is introduced into the TACF formulation to guide filter learning. In filter training, TACF is guided to focus on the foreground target pixels and reduce the emphasis on the background information inside the target bounding box.
- According to the TACF formulation, we propose an optimization strategy, based on the Preconditioned Conjugate Gradient (PCG) Method, for efficient online filter learning. In Section 3.4, we present the detailed derivation steps for the optimization procedure.
2. Related works

There are extensive surveys on visual tracking in the literature. We refer interested readers to [13, 9] for a thorough review of existing tracking algorithms. In this section, we only focus on correlation filter based trackers.

Conventional Discriminative Correlation Filters. Compared with traditional tracking-by-detection methods [14–17], discriminative correlation filters draw much attraction in the tracking community due to dense training samples and high computational efficiency. The pioneer MOSSE tracker [18] achieves an impressive tracking speed of over 600 fps. Later, based on the standard DCF formulation, different variants of correlation filters have been proposed to boost tracking performance using multi-dimensional features [19], robust scale estimation [20], non-linear kernels [21], long-term memory components [22], complementary cues [23] and target adaptation [24]. Despite continuous performance improvement, learning correlation filters in the frequency domain significantly suffers from the underlying boundary effects. The boundary effects lead to suboptimal tracking performance and a restricted search area.

Spatially Constrained Correlation Filters. To suppress boundary effects and expand search area, SRDCF [10] learn a correlation filter with large spatial support. Filter values outside the object bounding box are penalized with large regularization weights. Within the spatially regularized framework, CCOT [25] employs the integration of multi-resolution features in the continuous domain and achieves the top rank on the VOT2016 challenge [9]. Despite these achievements, SRDCF can’t guarantee that filter values are zero outside the object bounding box. These nonzero values in the background area hardly contribute to target location but increase the computational burden and risk of over-fitting. Recently, Galoogahi et al. propose to directly impose spatial constraints on the filter support and maintain nonzero filter values only within the target bounding box. The method of CFLB [11] was first proposed to train correlation filters from real negative samples densely extracted from the background. However, CFLB is limited to pixel intensities which perform poorly in challenging tracking scenarios. Later, BACF [12] was proposed to extend CFLB from pixel intensities to multi-channel features. BACF learns a small rectangular filter and increase the filter size by padding the filter with zeros in the neighborhood. However, BACF regards the target bounding box as the boundary between the background pixels and foreground target pixels. Therefore, the background pixels inside the bounding box are treated as target pixels in correlation filter learning, which leads to suboptimal tracking performance.

Color Aided Correlation Tracking. Using color cues for helping object tracking is quite common in the tracking community. While color information is known to provide rich discriminative clues for visual tracking, most modern trackers exploit color cues either on the feature level or the response level. Weijer et al. [26] learned Color Names (CN) from real-world pictures which are later employed as hand-crafted features in visual tracking. Danelljan et al. [19] extended the CSK [27] tracker with color attributes as additional features and achieved superior performance for visual tracking. Bertinetto et al. [23] fused the color histogram score with correlation response and improves the robustness of correlation tracking against target deformation. In this work, we try to develop a DCF based tracking framework which exploits color cues on a higher level to guide correlation filter learning.

3. Our approach

In this section, we introduce our Target-Aware Correlation Filters (TACF) in details. We first overview the overall tracking framework of TACF in Section 3.1 and then introduce the concept of target likelihood in Section 3.2. Our detailed TACF formulation is proposed in Section 3.3. Based on the TACF formulation, we derive an efficient iterative optimization procedure for online filter training in Section 3.4. Last but not least, in Section 3.5, we introduce the detection formula of our TACF tracker.

3.1. The TACF framework

The diagram of our tracking framework is demonstrated in Fig. 3. We assume that the tracking window in the first frame is
given by a detector or manual label. At each frame, we extract features and the target likelihood map from the search window. To guide correlation filter training, the target likelihood map is fed into the iterative optimization procedure along with the extracted features and Gaussian target labels. To predict the target location in the next frame, the learned correlation filter in the current frame is first weighted by the target likelihood map and then convolved with the extracted features in the next frame. The target is located from the maximum of the estimated response map. It’s worth noting that our learned correlation filter is derived in the spatial domain in the training stage and transformed into the frequency domain in the detection stage to perform element-wise multiplication.

3.2. Target likelihood

In this work, target likelihood indicates the probability of a pixel belonging to the foreground target. Our target likelihood map is generated from the foreground/background color model for efficiency reasons. For further performance improvement, the target likelihood map can be generated in a more complicated way, such as visual saliency or video segmentation.

Given an image patch \( I \) centered at the target (see Fig. 4a), the foreground object histogram \( H^f \) and background histogram \( H^b \) can be derived from the pixels inside and outside the target bounding box respectively. From \( H^f \) and \( H^b \), we can derive the histogram score map \( w_h \) as

\[
w_h(i, j) = \frac{H^f(b_{ij})}{H^f(b_{ij}) + H^b(b_{ij})}, \quad i \in [0, M], j \in [0, N]
\]

(1)

where \( M \times N \) is the training sample size and \( b_{ij} \) denote the color bin for pixel \( (i, j) \).

As shown in Fig. 4b, the histogram score map \( w_h \) maintains high values on target pixels and low values on background pixels, which implies the probability of this location belonging to the foreground target. However, we empirically assume that the target pixels only exist inside the target bounding box. Based on this assumption, we define a spatial prior \( w_p \) which is a binary mask with 0 outside the bounding box and 1 inside the bounding box as shown in Fig. 4c.

The target likelihood map \( w_t \) for the correlation filter is derived as follows

\[
w_t = w_p \cdot w_h.
\]

(2)

From the target likelihood map \( w_t \) as Fig. 4d, we can ensure that there are only nonzero filter values inside the target bounding box. Moreover, in filter learning, \( w_t \) highlights the filter values with high object likelihood and suppresses the filter values with low object likelihood. In this way, \( w_t \) mitigates the emphasis on the background information in the learned correlation filter and thus overcomes the limitation of the rectangular shape assumption.

3.3. TACF formulation

To highlight the region that is suitable for correlation filter learning, we impose the target likelihood map \( w_t \) on the correlation filter \( f \) as following

\[
e(f) = \sum_{k=1}^{t} \sum_{l=1}^{d} \left( \sum_{i=1}^{d} x_i^l \cdot (W_f \cdot f)^l \right)^2 + \lambda \sum_{k=1}^{d} \|f^l\|_2^2.
\]

(3)

Here, \( \lambda \geq 0 \) determine the impact of the \( k_{th} \) training sample \( x_k \).

In (3), we impose \( w_t \) on \( f \) as spatial weights and achieve two advantages. First, as mentioned earlier, the spatial weights treat filter values in a discriminate way and thus help to overcome the limitation of the rectangular shape assumption. Second, similar to BACF [12], the learned correlation filter \( f^l \) only need to maintain a small filter support within the bounding box and is extended to the size of the search window by padding zeros in the neighborhood. This significantly reduces the number of trainable filter values in the model.

![Fig. 4. The histogram score (b) is estimated from the image patch (a) using the foreground/background color model. The target likelihood map (d) is derived by imposing spatial prior (c) on the histogram score (b). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
In fact, (3) indicates a more generalized formulation for correlation filter learning. (3) degenerates to DCF if \( w_f \) is set to flat weights and to BACF if \( w_f \) is set to binary weights (Fig. 4c).

3.4. Correlation filters training

For derivation convenience, here we introduce a binary \( MN \times mn \) matrix \( B \) which performs a mapping from the vectorization of a \( m \times n \) matrix \( M_1 \) to the vectorization of a \( M \times N \) matrix \( M_2, M_3 \) can be derived by padding \( M_1 \) with zeros in the neighborhood. On the other hand, the transpose \( B^T \) performs an opposite mapping from \( M_2 \) to \( M_1 \). In fact, we don’t have to instantiate \( B \) and \( B^T \). In practice, \( B \) and \( B^T \) equally perform the augmenting and cropping operation as lookup tables.

With the matrix \( B \), we introduce a vectorized version of (3) as (4).

\[
\psi(f) = \sum_{k=1}^4 a_k \left\| C(x) D(w_k) B f - y \right\|^2 + \lambda \sum_{i=1}^d \| f_i \|^2. \tag{4}
\]

Here, the bold letters \( x_j, w_j, f, y \) denote a vectorization of the scalar matrices \( x_j, w_j, f, y \). Particularly, \( f \) is a \( mn \times 1 \) vector and the \( MN \times MN \) matrix \( C(x_j) \) represents the circulant matrix of the \( M \times N \) matrix \( x_j \). Each row in \( C(x_j) \) contains a cyclic permutation of \( x_j \). \( D(w_k) \) denotes the diagonal matrix with the elements of \( w_k \) in its diagonal.

To derive the solution to the minimization problem (4) subject to the fully vectorized filter \( f = [(f^1)^T \ldots (f^r)^T]^T \), we define the concatenated matrix \( X = [C(x_1) \ldots C(x_r)] \), the \( d \times d \) block-diagonal matrix \( W = [D(w_1) \oplus \ldots \oplus D(w_r)] \) and the \( d \times d \) block-diagonal matrix \( B = B \oplus \ldots \oplus B \). Each diagonal block of \( D(w_k) \) and \( B \) is equal to \( w_k \) and \( B \) respectively. Therefore, (4) can be further simplified as

\[
\psi(f) = \sum_{k=1}^4 a_k \left\| X \psi (W B f - y) \right\|^2 + \lambda \| f \|^2. \tag{5}
\]

The minimizer of (5) is found by solving the following normal equations,

\[
(B^T W X^T \Gamma X W B + \lambda I) f = B^T W X^T \Gamma y. \tag{6}
\]

Here, we define the sample matrix \( X = [x_1^T \ldots x_r^T]^T \), the diagonal weight matrix \( \Gamma = a_1 I \oplus \ldots \oplus a_r I \) and the label vector \( y = [y^1 \ldots y^r]^T \).

Eq. (6) describes a linear equation system formulated in the spatial domain. The advantages of this equation system is twofold. First, the size of the vector \( f \) to be solved is \( mnd \times 1 \) instead of \( MNd \) which significantly the number of trainable parameters in the tracking model. Second, the coefficient matrix of (6) is symmetric and positive-definite. Therefore, we can employ the Preconditioned Conjugate Gradient (PCG) method [28] to iteratively solve the normal Eq. (6).

In fact, it is unnecessary to form the big \( mnd \times mnd \) symmetric positive-semidefinite matrix \( (B^T W X^T \Gamma X W B + \lambda I) \) in memory in each cycle of Conjugate Gradient Optimization. The left-hand side of the normal Eq. (6) is computed from right to left by performing the matrix-vector and transpose matrix-vector multiplication.

\( B, B^T \) and \( W \) perform as the augmenting, cropping and weighting operators respectively. \( X \) is a \( t \times d \) block matrix with each block as a \( MN \times MN \) circulant matrix \( C(x_j) \). Therefore, the matrix-vector multiplication related to \( X \) can be transformed into the frequency domain as efficient element-wise multiplication related to a \( t \times d \) diagonal block matrix \( D \). Each block of \( D \) is a diagonal matrix \( \Gamma(x_j) \) corresponding to the circulant matrix \( C(x_j) \). Here, \( \sim \) denotes the Fourier transform \( F \) of a function.

Given the initial guess of \( f \) by \( f_0 \), the search direction \( p \) and search scale \( s \) can be derived from the residual vector \( r \) in each iteration. A full description of the detailed PCG optimization can be seen in Algorithm 1. It’s worth to mention that we adopt the Jacobi preconditioner as \( \text{Diag}(B^T W X^T \Gamma X W B + \lambda I) \) to ensure a small condition number of (6) and faster convergence in Algorithm 1.

Algorithm 1. Optimization using the PCG method

1: Initialize \( f \)
2: Convert circulant matrices in the spatial domain into diagonal blocks in the frequency domain: \( F(X) \rightarrow D \)
3: Apply Fourier transform to gaussian labels: \( F(y) \rightarrow \hat{y} \)
4: Repeat
5: Apply augmenting, weighting and Fourier transform operation to \( f \):
6: \( F(W B f) \rightarrow \hat{f} \)
7: Transform circular correlation in the spatial domain into element-wise multiplication in the frequency domain:
8: \( F(\hat{X} \Gamma \hat{X} W B f) = D \Gamma D \hat{f} \)
9: \( F(\hat{X} \Gamma y) = D \Gamma y \)
10: Apply inverse Fourier transform, weighting and cropping operation:
11: \( B^T \hat{W} \hat{X} \Gamma \hat{X} W B f = B^T \hat{W} D^{-1}(D \Gamma D \hat{f}) \)
12: \( B^T \hat{W} \hat{X} \Gamma y = B^T \hat{W} D^{-1}(D \Gamma y) \)
13: Compute the residual vector:
14: \( r = B^T \hat{W} \hat{X} \Gamma y - B^T \hat{W} \hat{X} \Gamma X W B f - \hat{f} \)
15: Compute the search direction \( p \) and search scale \( s \) from \( r \) with the PCG method.
16: Update the filter: \( f = f + s p \).
17: Until \( f \) has converged or the maximum number of iterations has reached.

3.5. Correlation filter detection

Let \( z \) denote the \( M \times N \times d \) test sample extracted in the current frame and \( f \) denote the \( m \times n \times d \) correlation filter learned in the spatial domain in the previous frame. \( F \) denotes the augmented filter with zero-padding in the neighborhood of \( f \). The correlation scores \( S(z, f) \) at all locations in the image patch are computed as follows,

\[
S(z, f) = F^{-1} \left\{ \sum_{l=1}^d z_l \cdot (F(w_l \cdot f^l)) \right\}. \tag{7}
\]

Note that the operation \( S(z, f) \) corresponds to searching the target over a big search area \( z \) with a small matching template \( f \) in the spatial domain in a sliding-window fashion. The correlation filter \( f \) is weighted by the target likelihood map to highlight the foreground target and suppress the background. The correlation filter \( f \) is applied on multiple scales of the searching area to estimate scale changes. We employ the sub-grid interpolation strategy to achieve sub-pixel location accuracy. Here, we present an outline of the tracking framework in Algorithm 2.
Algorithm 2. Target-aware correlation filters

Input:
Image patch $I_t$ extracted from frame $t$, object location $p_{t-1}$ on previous frame, scale $s_{t-1}$, filter $f_{t-1}$, foreground and background color histogram $H^F_{t-1}$, $H^B_{t-1}$.

Output:
Estimated position $p_t$, scale $s_t$, and filter $f_t$ on the current frame.

1: Estimate the foreground and background color histograms $H^F_{t-1}$ and $H^B_{t-1}$.

2: Weight $f_{t-1}$ with $w_f$ and estimate the new target location $p_t$ and scale $s_t$. (Section 3.5)

Model Update:
1: Compute the target likelihood map $w_f$ from $H^F_{t-1}$ and $H^B_{t-1}$. (Section 3.2)
2: Update the foreground and background color histograms as $H^F_t = (1 - \eta)H^F_{t-1} + \eta H^F$ and $H^B_t = (1 - \eta)H^B_{t-1} + \eta H^B$.
3: Update the new filter $f_t$ with the PCG method. (Section 3.4)

4. Experiments and results

We validate our Target-Aware Correlation Filters (TACF) by performing comprehensive experiments on three tracking benchmarks: OTB50 [5], OTB100 [13] and VOT2016 [9].

Evaluation Methodology: On OTB50 and OTB100, we use the precision plots and success plots in one-pass evaluation (OPE) [13] to rank all the trackers. The precision plots are computed as the percentage of frames in the sequences where Euclidean distance between the ground-truth and the estimated target position is smaller than a certain threshold. The success plots are plotted over the range of intersection over union (IoU) thresholds over all videos. For the VOT2016 dataset, tracking performance is evaluated in terms of both accuracy and robustness. The accuracy score is based on the overlap with ground truth, while the robustness is determined by failure rate. Different from OTB50 and OTB100, the trackers in VOT2016 are restarted at each failure.

Comparison Scenarios: In our experiments, we implement two versions of our target-aware correlation filters, namely TACF with handcrafted features (HOG) and DeepTACF with shallow convolu-

Fig. 5. Precision plots and Success plots for TACF and its baseline trackers (pTACF and hTACF) on OTB50.

Fig. 6. Precision plots and Success plots for state-of-the-art HOG based trackers on OTB50 (first row) and OTB100 (second row).
tional features. An ablation study is done on OTB50 to demonstrate the effectiveness of target likelihood on guiding correlation filter learning. On OTB100, we compare TACF with state-of-the-art HOG-based trackers and compare DeepTACF with deep trackers employing convolutional features or trained in an end-to-end fashion. On the VOT2016 dataset, we compare DeepTACF with the top 10 trackers in the challenge.

**Implementation Details:** TACF employs the 31-dimensional HOG features with $4 \times 4$ cell size. DeepTACF employs the convolutional features extracted from the first convolutional layer in the imagenet-vgg-m-2048 network [29]. The target likelihood map in TACF is extracted from the foreground/background color histograms with 32 bins per color channel. The interpolation parameter $\eta$ in Algorithm 2 is set to 0.04 following the literature [23]. The regularization parameter $\lambda$ for the filter in (6) is set to 1e-5. The number of scales is set to 5 with a scale step of 1.02. The region size of the samples to be square and 4.5 times the target area. Parameters are fixed for all videos in each dataset. Our tracker is implemented in Matlab and uses Matconvnet [30] for deep feature extraction. The comparison experiments of TACF are performed on a 4-core Intel Core -7-6700 CPU at 3.4 GHz. The comparison experiments of DeepTACF are performed on a GeForce GTX TITAN GPU.

### 4.1. Evaluation on OTB

#### 4.1.1. Ablation study

In this subsection, an ablation study on OTB50 is conducted to demonstrate the effectiveness of the target likelihood in guiding filter learning. As analyzed in Section 3.2, the target likelihood map is derived from the spatial prior $w_p$ and the histogram score map $w_h$. We introduce two baseline trackers (pTACF and hTACF) by setting the target likelihood map $w_t$ to a fixed binary mask $w_p$ and the histogram score $w_h$ respectively. pTACF assumes all the pixels in the bounding box belong to the foreground target and misclassify the background pixels inside the target bounding box in the case of irregularly shaped objects or deformable objects. Compared with pTACF, hTACF imposes high weights on the foreground target pixels inside the bounding box but can’t guarantee zero filter values outside the bounding box. Therefore, both pTACF and hTACF suffer from pixel ambiguity in filter learning. On contrast, TACF alleviates pixel ambiguity with the target likelihood map and significantly increases the discriminative power of the learned correlation filter. Fig. 5 shows the precision and success plots of the three trackers (TACF, pTACF, hTACF). Compared with pTACF and hTACF, TACF achieves better performance in both the precision and success plots, which demonstrates the effectiveness of our target likelihood in guiding filter learning.

#### 4.1.2. Comparison with HOG-based trackers

In this subsection, we compare TACF with state-of-the-art HOG-based trackers on the OTB50 and OTB100 datasets. The compared

### Table 1

<table>
<thead>
<tr>
<th>Tracker</th>
<th>TACF</th>
<th>BACF</th>
<th>SRDCF</th>
<th>CSR.DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean OP (%)</td>
<td>77.9</td>
<td>77.2</td>
<td>72.8</td>
<td>71.9</td>
</tr>
<tr>
<td>Avg. FPS</td>
<td>24.2</td>
<td>29.1</td>
<td>3.6</td>
<td>13.0</td>
</tr>
<tr>
<td>Tracker</td>
<td>LCT</td>
<td>Staple</td>
<td>fDSST</td>
<td>SAMF</td>
</tr>
<tr>
<td>Mean OP (%)</td>
<td>70.1</td>
<td>70.9</td>
<td>68.1</td>
<td>67.4</td>
</tr>
<tr>
<td>Avg. FPS</td>
<td>21.2</td>
<td>60.5</td>
<td>82.3</td>
<td>22.5</td>
</tr>
</tbody>
</table>

![Fig. 7. Precision plots and Success plots for state-of-the-art deep trackers on OTB50 (first row) and OTB100 (second row).](image-url)
Fig. 6 compare TACF with the above trackers on the OTB50 and OTB100 datasets, where our method achieved the highest score of both precision plots and success plots on two datasets. More particularly, TACF achieved the best AUC (62.8%) of success plots on OTB100 followed by BACF (61.6%) and SRDCF (59.8%), which demonstrates the superiority of our approach against existing spatially constrained correlation filters.

Table 1 shows the mean Overlap Precision (OP) at IoU = 0.5 and tracking speeds (FPS) of all compared HOG-based trackers on OTB100. TACF ranks first in mean overlap precision and runs almost in real-time at a speed of 23.5 fps.

Fig. 9 illustrates the attribute based evaluation of all compared HOG-based trackers in success plots on the OTB100 dataset. All sequences in the OTB100 dataset are annotated by 11 different visual attributes, namely: illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, out-of-plane rotation, out-of-view, background clutter and low resolution. In Fig. 9, TACF achieves the best performance on 8 of 11 attributes, which demonstrates the robustness of our approach in challenging tracking scenarios.

Fig. 8 shows screenshots on 7 challenging videos from the OTB100 dataset. Due to page limitation, we only compare TACF against BACF, SRDCF and CSR_DCF. The videos (from top to bottom) are Human3, Diving, Skating1, Skiing, Box, Lemming and Shaking. It is easy to see that TACF performs better than the compared trackers in presence of fast motion (Skiing), deformation (Diving), illumination variation (Skating1, Shaking) and partial or full occlusion (Human3, Box, Lemming).

4.1.3. Comparison with deep trackers

In this subsection, we compare the deep version of our approach, DeepTACF, with ten state-of-the-art deep trackers on OTB50 and OTB100 datasets. In our implementation, DeepTACF employs shallow convolutional features similar to DeepSRDCF [33]. The compared deep trackers include CREST [34], CFNet [35], Siamfc [36], SINT [37], HCF [38], HDT [39], CCOT [25], DeepSRDCF [33] and MCPF [40]. All the trackers are run on GPU.

Fig. 7 shows the precision and success plots of the compared deep trackers on OTB50 and OTB100. On OTB50, DeepTACF ranks third in precision plots and first in success plots. On OTB100, DeepTACF ranks second in both precision and success plots following

![Tracking screenshots of TACF, BACF, SRDCF and CSR_DCF. The videos (from top to bottom) are Human3, Diving, Skating1, Skiing, Box, Lemming and Shaking from the OTB100 dataset.](image)
CCOT. The superior performance of CCOT can be attributed to the convolutional features from multiple layers. With only shallow convolutional features from the first layer, DeepTACF achieves comparable performance against CCOT.

Fig. 10 illustrates the attribute based evaluation of all deep trackers in success plots on the OTB100 dataset. DeepTACF achieves the best performance on 3 of 11 attributes and the second best performance on 8 of 11 attributes following CCOT.

Table 2 reports the mean Overlap Precision (OP) at IoU = 0.5 of DeepTACF and deep trackers as well as their tracking speed reported in the original paper. CCOT (82.0%) achieves the highest mean OP score followed by DeepTACF (81.1%). However, DeepTACF runs almost in real-time (23.5fps) with GPU while CCOT runs with an extremely slow speed of 0.3 fps.

4.2. Evaluation on VOT2016

The visual object tracking (VOT) challenge is a competition between short-term, model-free visual tracking algorithms. Different from OTB, for each sequence in this dataset, a tracker is restarted whenever the target is lost (i.e. at a tracking failure). Four primary measures are used to analyze tracking performance: accuracy (A), robustness (R), expected average overlap (EAO) and equivalent filter operation (EFo). A is calculated as the average IoU, while R is expressed in terms of the total number of failures. EAO represents the average IoU with no re-initialization following a failure. EAO reports the tracker speed in terms of a predefined filtering operation that the toolkit carries out prior to running the experiments. We refer readers to [9] for details.

Table 3 shows the comparison of our approach with the top 5 participants in the VOT2016 challenge. In Table 3, DeepTACF outperforms all the top 5 trackers at the EAO score (0.344) and EFo (13.46). As indicated in the VOT2016 report [9], the strict state-of-the-art bound is 0.251 under EAO metrics. For trackers whose EAO values exceed this bound, they will be considered as state-of-the-art trackers. Therefore, DeepTACF can be regarded as state-of-the-art. Fig. 11 shows a visualization of the accuracy and robustness ranking plot for the compared trackers on the VOT2016 dataset.
5. Conclusion

We propose Target-Aware Correlation Filters (TACF) for robust visual tracking. A target likelihood map is introduced to overcome the limitation of the rectangular shape assumption. Our approach imposes the target likelihood map on the correlation filter and discriminatively adjusts the contribution of each filter value to circular correlation. An iterative optimization procedure is designed based on the preconditioned conjugate gradient method for correlation filter training. Experiments on the standard benchmarks demonstrate superior performance of our approach against state-of-the-art trackers with improved frame rates.

### Table 3
State-of-the-art comparison in terms of expected average overlap (EAO), robustness (failure rate), accuracy, and speed (in EFO units) on the VOT 2016 dataset. Only the top-5 best compared trackers are shown. The best and second best values are highlighted by red and green fonts.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>DeepTACF</th>
<th>CCOT</th>
<th>DeepSRDCF</th>
<th>MCDF</th>
<th>SINT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean OP (%)</td>
<td>81.1</td>
<td>82.0</td>
<td>77.2</td>
<td>78.0</td>
<td>71.9</td>
</tr>
<tr>
<td>Avg. FPS</td>
<td>23.5</td>
<td>0.3</td>
<td>0.5</td>
<td>4</td>
<td>58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Siamfc</th>
<th>CREST</th>
<th>CPNet</th>
<th>HDT</th>
<th>HCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean OP (%)</td>
<td>73.0</td>
<td>77.6</td>
<td>69.6</td>
<td>65.7</td>
<td>65.5</td>
</tr>
<tr>
<td>Avg. FPS</td>
<td>86</td>
<td>2.1</td>
<td>75</td>
<td>10</td>
<td>11</td>
</tr>
</tbody>
</table>

![Fig. 11. A state-of-the-art comparison on the VOT2016 benchmark. In the ranking plot (left) the accuracy and robustness rank for each tracker is displayed. The AR plot (right) shows the accuracy and robustness scores.]
Our approach can be extended to exploit generic spatial constraints. Our future work will focus on visual saliency based target likelihood for robust tracking under challenging scenarios.
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